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Abstract

A number of recent machine learning papers

work with an automated style transfer for texts

and, counter to intuition, demonstrate that

there is no consensus formulation of this NLP

task. Different researchers propose different

algorithms, datasets and target metrics to ad-

dress it. This short opinion paper aims to dis-

cuss possible formalization of this NLP task in

anticipation of a further growing interest to it.

1 Introduction

Arguably, a growing interest to style transfer algo-

rithms for texts is motivated by Gatys et al. (2016),

where style transfer was developed for images in a

very convincing manner. Gatys et al. (2016) visu-

alize the information at different processing stages

in the convolutional neural network (CNN) by re-

constructing the input image out of the network’s

responses in a particular layer. This approach al-

lowed the authors to avoid the burden of explicit

style definition and conclude that in higher lay-

ers of the network, detailed pixel information is

lost while the high-level content of the image is

preserved. At the same time, discarding informa-

tion on the global arrangement of the scene one

can reconstruct the style of the input image from

a style representation built on different subsets of

CNN layers. This effective information decom-

position, which makes high level image informa-

tion explicit, seems to be an internal property of

CNNs optimized for object recognition, but is not

available for texts so far. In Zhang and LeCun

(2015) authors apply CNN to the task of text un-

derstanding and this promises a chance for a sim-

ilar semantic-stylistic decomposition for texts in

future, however at the moment it is difficult due

to a number of reasons. First, textual information

does not have the continuity that is characteristic

for the images. Second, there is no ’characteristic’

scale on which one can observe solely stylistic in-

formation: one can not say that the style of the text

is determined on the level of letters but does not

have anything to do with words or collocations.

Finally, one usually speaks about the stylization of

sentences rather than longer patterns of text. This

inevitably implies a significantly lower amount of

stylistic information available to the system in ev-

ery separate piece of input. However, these diffi-

culties as well as an absence of a clear consensus

definition of the text style somehow do not hin-

der the intuitive understanding of the style trans-

fer problem in the context of texts. This contra-

diction between an intuitive nature of the problem

and its’ formal complexity results in a number of

research projects that not only look at the problem

from very different angles but, in fact, even look

on different problems giving them the same name.

Further we list a number of different contributions

that can be roughly split in three major groups that

have very different understanding of this problem.

2 Related work

Let us try to systematize current approaches to the

style transfer for texts.

2.1 Ad-hoc defined style classes

Despite the fact that a sentiment of a sentence

is not equivalent to its style there is a number

of works that focus on the sentiment of the text

specifically. In Li et al. (2018), for example, the

authors estimate the quality of the style trans-

fer with binary sentiment classifier trained on the

same corpus of Yelp and Amazon reviews that is

used for the training of the ’style’-transfer sys-

tem. There are multiple results in this field, see

Kabbara and Cheung (2016), or Xu et al. (2018).

We suggest to call this understanding of the text

style ad-hoc, since here the notion of the style is
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rigorously reverse-engineered out of a given train-

ing dataset. Ficler and Goldberg (2017) and espe-

cially Fu et al. (2017) generalize this ad-hoc ap-

proach in a clear and legitimate way. Fu et al.

(2017) suggest to define style as a set of measur-

able categorial and/or continuos parameters. One

trains a classifier for every parameter that com-

prises the style of the texts and then tests the re-

sulting output with this pre-trained set of clas-

sifiers, using the percentage of correctly clas-

sified sentences as a measure of style transfer

success. Subjectively, ad-hoc approaches tend

to be extremely useful for a number of indus-

trial tasks. This is partially due to a clear, ap-

plied problem set-up and partially to an exceed-

ing number of human-supervised natural language

datasets that could be used in the ad-hoc style-

transfer setup. Enhanced with human peer-reviews

as in Tikhonov and Yamshchikov (2018) they can

be very illustrative. However, since methods

of this type do not imply any holistic and non-

contradictory notion of style, talking about senti-

ment transfer or, say, text summarization instead

of a ’style transfer’ would make more sense in this

ad-hoc paradigm.

2.2 NMT approaches

The idea behind these works is to define two dif-

ferent styles as two different languages and thus

reduce the problem of style transfer to the problem

of neural machine translation (NMT). A typical

example of this approach could the so-called ’style

of the time’ (see Hughes et al. (2012)). Xu et al.

(2012) or Jhamtani et al. (2017) use parallel cor-

pora of Shakespeare in original and modern lan-

guage to train an automated ’shakespearizator’.

Carlson et al. (2017) use parallel bible translations

and discuss the results in the context of automated

simplification that ”can easily be viewed as style

transfer”. The use of such methods in practice

is seriously hindered due to the deficit of paral-

lel datasets with equivalent semantics and different

stylistics. In Jang et al. (2017) authors address this

problem trying to find an automated method for

parallel corpora generation. In Rao and Tetreault

(2018) a dataset for formality style transfer is in-

troduced alongside with the benchmarks and tar-

get metrics in the context of NMT. The prob-

lem of aligned dataset will stay characteristic for

NMT approaches: Xu (2017) lists seven styles

of language but immediately gives a disclaimer

that ’There are certainly more than seven language

styles as there are more than seven wonders in

the world.’ Each further ’wonder’ would demand

a separate aligned training corpus which makes

NMT-approaches relatively labour-extensive.

2.3 Post-NMT approaches

These are the approaches that follow the logic

of NMT methods. The researchers agree that

the notion of style should not be fragmentized

as in ad-hoc approaches but should rather be ex-

tracted out of the corpora automatically. The

same analogue of different styles being differ-

ent languages holds here. However, understand-

ing a limiting effect associated with the deficit

of parallel language datasets, the researchers try

to find work-arounds inspired by recent zero-

shot NMT techniques, GANs, ect. In the last

several years this post-NMT view started to get

momentum, see Artetxe et al. (2017), Han et al.

(2017), Shen et al. (2017), Zhang et al. (2017),

Prabhumoye et al. (2018), Zhang et al. (2018). All

of the methods try to obtain some latent repre-

sentations that would correspond to stylistics and

semantics separately (similarly to the information

decomposition that we have for images). This

might be done in a number of ways:

• Obtaining regularized or somehow aligned

embeddings for words or sentences and seg-

menting embedding state-space into the se-

mantic and stylistic sections;

• Using double transfer (there-and-back) as a

target for the quality of the style transfer

method;

• Training a stylistic discriminator.

3 Text style transfer

This brief overview of current approaches to style

transfer definition arises a number of questions.

The most interesting one is if there is a connec-

tion between the implied intuitive understanding

of style and semantics. Indeed, ad-hoc defined

style classes do not imply that the semantic part

of the sentence should not be altered after a style-

transfer. For example, if one assumes that senti-

ment is a stylistic feature, as some of the authors

listed above do, that might lead to the following

contradiction. Let us optimize a loss function that

corresponds to an effective information decompo-

sition of semantics and style on the dataset X that



looks like

Ltotal(X) = Asemantic(X) +Astylistic(X), (1)

where A stands for some measure of accuracy of

style transfer procedure.

Generally, one would expect to say that ”this

place has great candy” and ”this place has awful

candy” are two stylistically identical examples that

have different semantics. However, if we treat sen-

timent as a stylistic feature, we have to assume that

either Astylistic(X) is a function of Asemantic(X)
(which means that it does not make sense to talk

about style transfer anymore) or that there exists

an effective information decomposition such that

Asemantic(X) and Astylistic(X) are independent

functions of X. Indeed, in our example such de-

composition could be obtained if one assumes that

”this place has candy” is the part of the sentence

that contains all semantically significant informa-

tion whereas ”great” is the part of the sentence that

is responsible for its ’style’. However, the exis-

tence of such decomposition would mean that our

final solution would inevitably be unstable, hav-

ing equal resulting loss for sentences with differ-

ent degree of semantics preservation and stylis-

tic accuracy. Moreover, depending on how one

measures Asemantic(X) and Astylistic(X) there

might be multiple reformulations with the same fi-

nal loss Ltotal(X). For example ”this place has

average candy”, ”that fella sells awful caramels”,

”those restaurants serve horrific bonbons” might

end up having comparable losses. Intuitively one

would perceive ”that fella sells awful caramels”

and ”those restaurants serve horrific bonbons” as

two clear examples of semantically equivalent and

stylistically different sentences, but this is not so

under the assumption that sentiment is a stylis-

tic attribute. One also has to mention that due

to the language multimodality under such decom-

position assumptions the sentence ”this place has

cotton candy” would be measured as semanti-

cally equivalent to the ”this place has great candy”

and stylistically could be assigned to the neutral

sentiment. This, if we use the loss from Equa-

tion 1, might make it preferable to the sentence

”that fella sells awful caramels” (the sentiment

part for the latter sentence might not compensate

for it’s semantic difference with ”this place has

great candy”). It would also make it equivalent to

”this place has average candy”, despite the com-

mon sense intuition that says that these two sen-

tences are equivalent in style but are semantically

different. This simple experiment illustrates a gen-

eral weakness of ad-hoc approaches that have to

define a loss under certain predefined information

decomposition assumptions that are anything but

trivial. This does not hinder applications of ad-

hoc approaches to task-specific NLP problems but

one has to keep this issue in mind and control for

it.

NMT approaches, on the other hand, do not

have the loss-decomposition difficulty but raise

some other questions. The most prominent ques-

tions here are:

• Can one say that any two semantically

aligned corpora define a valid stylistic pair?

Is, say, a style transfer problem from ’narcis-

sistic’ to ’academic’ a legitimate style trans-

fer task?

• Can there be an overlap of styles within one

corpus? How can we control that?

• Should every sentence in the corpus have a

clear stylistic component? Can we remove

or mix the sentences without a clear stylistic

component in our corpus? Will such opera-

tion change the resulting style transfer algo-

rithm?

All these questions are relevant for post-NMT

methods as well, since the crucial difference be-

tween the two is the semantic alignment of two

corpora, yet the style is latent content distribu-

tion across different text corpora both in NMT and

post-NMT methods.

Keeping these ideas in mind we would suggest

two clear criteria for a style-transfer task:

• Style is an integral component of text that al-

lows it to be assigned to a certain category or

a sub-corpus. The choice of such categories

or sub-corpora is to be task-dependent.

• Style has to be ’orthogonal’ to semantics in

the following way: any semantically relevant

information could be expressed in any style.

Under these two criteria style transfer becomes

a parallel shift with respect to a certain style co-

ordinate, and latent representations are aligned

to perform style transfer. Lexicon and sentence

structure are two main tools for such shifts. Let

sentence X and its reformulation X̃ be repre-

sented as two points in state space R
n
⊗

S, where



S corresponds to the style dimension and R
n is a

space of semantic embeddings. The loss for the

problem of style transfer is defined as

Ltotal(X, X̃) = DRn(X, X̃) +DS(X, X̃), (2)

where DRn and DS are the notions of distances

obtained our of a given corpus. Important part of

this formalization is that we do not impose any

structure over S. This structure is to be obtained

through the exploration of a given corpus and the

transferred sentences from one style match exam-

ple sentences from the other style as a population.

4 Conclusion

In this short opinion paper we have listed differ-

ent approaches to the problem of style transfer.

We have broadly classified them into three main

groups: ad-hoc approaches that use sets of pre-

defined metrics for style, NMT approaches that

use semantically aligned corpora and treat style

as an integral property of a text that should not

be formalized explicitly and post-NMT approach

that are rooted in the same notion of non-explicit

style formulation but try to avoid the formation

of semantically aligned parallel corpora. We pro-

pose to distinguish ad-hoc tasks from NMT and

post-NMT style-transfer tasks. We also suggest to

talk about style transfer under the assumption of

certain orthogonality between style and semantics

that can be attained under NMT and post-NMT ap-

proaches and is unattainable in ad-hoc perspective.
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