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### 1 导引

许多情况下，我们做机器学习会遇到“如何**优化**某函数的值”这一问题。 即有给定函数，要找能使取最小值/最大值的。 机器学习领域已经知的几个优化问题的例子是：最小二乘，逻辑回归和支持向量机。

实践证明，在一般情况下找到函数的全局最优解可能是一项非常困难的任务。 然而，对于被称为凸优化(convex optimization)问题的一类特殊优化问题，常常可以有效地找到其全局最优解。 这里的“有效”具有实践和理论两重内涵：它意味着我们可以以合理的时间开销解决许多现实世界中的问题，而且意味着——理论上问题的求解是受问题规模影响的多项式时间(译者:亦即NP问题中的P问题)。

### 2 凸集(Convex Sets)

我们先从**凸集**的概念开始学习凸优化。

**定义 2.1** 对任意，且，有，则集合为凸集。

这很符合直觉——它意味着如果我们在中任取两个元素，并在这两个元素之间绘制一条线段，则该线段上的每个点都属于。图 1 展示了一个关于凸集和非凸集的示例。 点被称为点和的**凸组合**。



图 1: 凸集(左)和非凸集(右)的示例

#### 2.1 一些凸集的例子

• **全体**。给定任意，则是显然的。

* **非负象限**。非负象限由中的全部非负向量组成，这些向量其元素均为非负：。要说明它是一个凸集，只需简单记：给定任意和，均有。
* **范数曲面(Norm balls)**。令为上的范数(例如，欧氏范数)，则集合为一个凸集。要证明该结论，只需令，其中，且，则有
，这里利用了三角不等式和范数的非负性。
* **仿射子空间(Affine subspaces)和多面体(polyhedra)。** 对给定的矩阵和向量，仿射子空间即为集合(注意如果不在的值域中时，有可能为空集)。类似地，多面体即为(要注意也有可能为空)集合，这里的“”是分量不等式(componentwise inequality)的不等号(亦即， 中任一向量都小于等于中的对应元素) 注1。要证明这一点，先令使得 。因此对于，有
类似地，对满足，且的，亦有

注1 ：类似地，对任意两个向量，表示中的任一元素都大于等于中的对应元素。有时候会用“”和“代替“”和“”，所以其具体意义要根据上下文判断。 (比如不等式两边都是向量的时候)

* **凸集的交集**。记为凸集，则其交集

也为凸集。要证这一点，记且，依凸集定义易有 ，所以可得：

* **半正定矩阵(Positive semidefinite matrices)**。所有对称半正定矩阵的集合均为凸集，这种集合一般被称为**半正定凸锥**(positive semidefinite cone)并记为。(一般来说， 表示对称方阵的集合)。我们知道当且仅当且时，为对称半正定矩阵。现有两个对称半正定矩阵且，则对于任意，有

这一证明思路不仅可用于正半定矩阵，也可以用于证明所有的正定，负定和负半定矩阵均为凸的。

### 3 凸函数(Convex Functions)

凸优化中的核心概念就是是**凸函数**。

**定义 3.1** 对函数，其定义域(记为)为凸集，其中任意，，，且有
，则函数为凸函数。

直观来看，这个定义意味着如果我们在凸函数的图形上选取任意两个点绘制一条直线，那么两点之间部分的函数图形将位于直线下方，如图 2所示注2。



图 2:凸函数的图像。由凸函数的定义可知，连接图像上两点的线段必大于函数值

当定义3.1中的函数满足更严格的条件:且时，我们说函数是**严格凸**的。当为凸函数时则原函数为**凹(concave)**函数，类似可知当严格凸时则为**严格凹(strictly concave)**函数。

注2 ：不必过分关注定义域为凸这一条件。这只是为了确保有定义的一个技巧(如果非凸，那么即使也有可能导致无定义)。

#### 3.1 一阶条件下的凹凸性(Convexity)

设函数可微 (如函数梯度注3在定义域内的上处处存在)，当且仅当为凸集且对任意有
时，为凸函数。

函数被称为在点的**一阶近似**。可以直观地认为它是用切线在点处对的逼近。一阶条件下的凹凸性指出，当且仅当切线为函数的全局下估计(global underestimator)时为凸函数。换句话说，如果我们在函数的任一点作切线，切线上的每一点都位于对应函数值的下方。

同凹凸性定义类似，当满足严格不等式的时候严格凸；若不等式反向则凹，反向后为严格不等式则严格凹。



图 3:一阶条件下凸函数的图像.

注3：梯度定义为，

#### 3.2 二阶条件下的凹凸性(Convexity)

设函数二阶可微(Hessian矩阵注4在定义域内的上处处存在)，当且仅当为凸集且半正定时，为凸函数。例如，对任意有。

这里的“”符号连接两个矩阵的时候，表示左侧矩阵半正定而非一个分量不等式注5。一维情况下，它等价于二阶导数非负这一条件。

也类似于凹凸性定义和一阶条件，若Hessian矩阵正定则严格凸；若Hessian矩阵负半定则凹，若Hessian矩阵负定则严格凹。

注4：Hessian矩阵定义为，

注5：对于对称矩阵，记号表示为负半定矩阵。同向量不等式一样，有时候 “”、““会和“”、 “”混用。虽然记法上和向量不等式相似，但它们的概念却截然不同；特别地，并不意味着对所有和都有。

#### 3.3 Jensen’s不等式

凸函数基本定义的不等式中有
且。可以简单推知，对于任意，且，则多点的凸组合有

事实上它也可以拓展到无穷级数或积分上。对积分形式，当任意，且，不等式可写为

因为的积分为1，所以常将其视为概率密度函数，因此上式可以写成期望的形式，本式就是Jensen’s不等式注6。

注6：这四个不等式都是Jensen’s不等式的等价形式。

#### 3.4 子水平集(Sublevel Sets)

凸函数和一类特别重要的凸集有关，其为**-子水平集(-sublevel set)**。给定凸函数和实数，-子水平集即定义为
。换句话说，-子水平集即是所有使得的的集合。

 如何证明它是个凸集呢？考虑使得，的，则有

，得证。

#### 3.5 凸函数示例

先看一些简单的一元函数然后再过渡到复杂一些的多元函数。

• **指数函数(Exponential)**。对任意，有函数, 。只要对求二阶导就能证明指数函数为凸函数，因为其二阶导对任意恒为正。

• **负对数函数(Negative logarithm)**。有函数, ，其(这里表示严格正实数，)。因此对于全体有。

• **仿射函数(Affine functions)。**函数，对某些和有。这里，对全体，其Hessian矩阵为。因为零矩阵既是半正定矩阵亦是半负定矩阵，所以既是凹函数亦是凸函数。事实上，该形式的仿射函数是**唯一**既凹又凸的函数。

• **二次函数(Quadratic functions)**。令，，其中对称矩阵，，。其Hessian矩阵为。因此是否为凸函数完全由是否半正定来决定：如果半正定那么为凸(类似地可推严格凸，凹和严格凹)；如果不定那么为既非凹也非凸。欧氏范数平方函数是二次函数的特例，它的，，，因此它是严格凸函数。

• **范数**。令为某个在上的范数。对和，由三角不等式可得。这个凸函数不可能用一阶导或者二阶导来证明其凹凸性，因为它并非处处可导(比如，1-范数，它所有为0的点都不可导)。

• 权值非负的凸函数加权和。令为凸函数且未非负实数，则
为凸函数。因为

### 4 凸优化(Convex Optimization)问题

了解了凸函数和凸集的概念之后，我们现在可以来研究**凸优化**问题了。凸优化问题的优化问题形式是：

其中为凸函数，为凸集，而为决策变量。但这样写有些抽象，我们通常写成如下形式：

其中为凸函数，为一组凸函数，为一组仿射函数，而为决策变量。

一定要注意这些不等式的方向：凸函数一定是**小于**0的。因为的0-子水平集为凸集，所以本身也是许多凸集的交集的可行域，也是个凸集。如果令某些，则可行域将不再是凸集，求解问题的算法将无法保证找到全局最优解。还要注意，只有仿射函数可以做等式约束。可以把等式约束等价理解为两个不等式和，所以当且仅当既是凸函数又是凹函数的时候它才是一条有效约束，这使得只能是一个仿射函数。

优化问题的**最优值**记为(有时候记为)，它等于目标函数在可行域中的最小值注7

如果问题没有**无可行解**(可行域为空)则，而问题**无下界**(现有可行解使得)则记为。如果使得则即为**最优解**。注意有时最优值一定的时候，最优解也会不止一个。

注7：数学系也把min写在括号右下角，其实这不重要。

#### 4.1 凸问题中的全局最优性(Global Optimality)

在陈述凸问题的全局最优性结论之前，让我们形式化地定义局部最优解和全局最优解的概念。直观地，如果“附近”没有目标函数值更低的可行点，则该可行点即是局部最优解。而与之类似，如果可行域内完全没有使目标函数值更低的可行点，则这个使目标函数值最低的可行点即是全局最优解。为了更形式化一些，我们给出以下两个定义。

**定义 4.1** 若点是可行的（即满足优化问题的约束的点）且存在使得所有满足的可行点满足，则点为局部最优解。

**定义 4.2** 如果点是可行且对任意可行点有，则点为全局最优解。

我们现在来到了使得凸优化问题最为有用的关键：**凸优化问题中局部最优解即是全局最优解**。

可以通过反证法来为该性质作一个简明的证明。令为局部最优解而非全局最优解，即存在可行点使得。由局部最优性的定义可知，不存在可行点，使得且。但当令其中时，则有

。

此外，由的凹凸性可知。不仅如此，由于可行域为凸集且由于和均可行，因此也是可行的。所以可知也是可行点且有且。这与我们的假设相矛盾，说明不仅是局部最优解，它也是全局最优解。

#### 4.2 凸问题中的特例(Special Cases)

由于各种原因，通常考虑一般凸规划公式的特殊情况比较方便。对于这些特殊情况，我们通常可以设计出能够解决非常大问题的极其有效的算法，因此您可能会在人们使用凸优化技术的任何时候看到这些特殊情况。

• **线性规划**。若目标函数和不等式约束均为仿射函数，则该凸优化问题是一个线性规划(LP)问题。换句话说，即是有如下形式的问题：

其中决策变量，,,, , ,, “”表示元素(对应元素间的)不等式。

• **二次规划**。若不等式约束为仿射函数而目标函数为凸二次函数，则该凸优化问题是一个二次规划(QP)问题。换句话说，即是有如下形式的问题：

其中决策变量，,,, , ,, 且对称半正定矩阵。

• **带二次约束的二次规划**。若不等式约束和目标函数均为凸二次函数，则该凸优化问题是一个二次约束的二次规划(QCQP)问题。其形式为：

和前文类似，其中决策变量，,,, , ,, 对称半正定矩阵，且对有,,。

• **半定规划**。最后这个例子比前面几个示例要复杂，如果一开始没能理解它也大可不必担心。不过，半定规划在机器学习的许多领域变得越来越常见，所以你可能会在以后遇到它，了解它仍对我们有所帮助。若凸优化问题有如下形式则为半定规划(SDP):

其中对称矩阵为决策变量，对称矩阵，约束表示半正定。这看起来与之前几个凸优化问题略有不同，因为决策变量是矩阵而非向量。 如果你好奇为什么这样的公式会有用，那么你可以研究一下关于凸优化的专著。

从上述定义中可以明显看出，二次规划比线性规划更一般(因为线性规划只是这一特殊情形下的二次规划)，同样地，带二次约束的二次规划比二次规划更一般。然而，不直观的事实是半定规划实际上比前几类规划更一般，因为任何带二次约束的二次规划(包含全部二次规划和线性规划)都可以表示为半定规划。

#### 4.3 凸优化应用实例

既然我们已经了解了凸优化问题背后大量乏味的数学原理和公式，现在终于到了有趣的部分：用他们来解决实际问题。

• **支持向量机(SVM)**。凸优化方法在机器学习中最普遍的应用之一就是支持向量机分类器。正如课堂上讲到的，得到(带有松弛变量的)支持向量机分类器可以建模为如下为优化问题：

其中决策变量，，，，且，中。可以将问题变形为上一节中描述过的形式来证明这是一个二次规划。特别地，若定义，令决策变量为，且定义，，，，其中为单位矩阵，为元素全为1的向量，和的定义为：，。

可以发现当使用上面定义的这些矩阵时，上一节中描述的二次规划等价于SVM优化问题。在实践中，很容易发现SVM优化问题是由二次目标函数和线性约束构成的，因此我们通常不需要将其改写为标准形式来“证明”它是一个二次规划问题。只有当使用现成的求解器，而它的输入要求采用标准二次规划形式的时候我们才会这样做。

• **带约束的最小二乘问题**。最小二乘问题中，我们希望对矩阵和，求出的最小值。正如我们所看到的，这一问题可以通过正规方程()求出其解析解。 但如果我们还希望将解中的元素限定在某些预先定义的范围内，即求解下述优化问题：

其中为决策变量，，，，。这似乎仅仅是增加了一个约束，但它却会导致问题不再有解析解。当问题参数有如下定义时，这个优化问题确实是一个二次规划问题：，，，，。

• **逻辑(logistic)回归的最大似然**。该模型的对数似然函数是

其中表示逻辑函数。要最大化对数似然函数(等价于最小化负对数似然函数，该函数为凸函数)就要求出其最大似然估计，即

其中决策变量且不带任何约束。

与前两个例子不同，此问题化为优化问题的“标准”形并不容易。然而是凹函数的事实意味着可以用像牛顿法这样的算法来快速地找到全局最优解。

#### 4.4 Implementation: Linear SVM using CVX

许多凸优化问题可以通过几个现成的软件包解决，包括CVX，Sedumi，CPLEX，MOSEK等。因此在大多数情况下，一旦明确了凸优化问题的类型，你就不用考虑自己实现算法而直接求解它。这对于快速构建原型尤其有用注8。

以上述软件包中的CVX[2]为例。 CVX是一个基于MATLAB的免费软件包，用于解决一般凸优化问题;它可以求解各种凸优化问题，包括LP，QP，QCQP，SDP等。

如图所示，通过实现线性SVM分类器可以对已有数据进行二元分类。对使用其他非线性核的更一般情况，用CVX也可以解决对偶问题。



图 4: 时线性SVM分类器的决策边界

% load data

load q1x.dat

load q1y.dat

% define variables

X = q1x;

y = 2\*(q1y-0.5);

C = 1;

m = size(q1x,1);

n = size(q1x,2);

% train svm using cvx

cvx\_begin

variables w(n) b xi(m)

minimize 1/2\*sum(w.\*w) + C\*sum(xi)

y.\*(X\*w + b) >= 1 - xi;

xi >= 0;

cvx\_end

% visualize

xp = linspace(min(X(:,1)), max(X(:,1)), 100);

yp = - (w(1)\*xp + b)/w(2);

yp1 = - (w(1)\*xp + b - 1)/w(2); % margin boundary for support vectors for y=1

yp0 = - (w(1)\*xp + b + 1)/w(2); % margin boundary for support vectors for y=0

idx0 = find(q1y==0);

idx1 = find(q1y==1);

plot(q1x(idx0, 1), q1x(idx0, 2), ’rx’); hold on

plot(q1x(idx1, 1), q1x(idx1, 2), ’go’);

plot(xp, yp, ’-b’, xp, yp1, ’--g’, xp, yp0, ’--r’);

hold off

title(sprintf(’decision boundary for a linear SVM classifier with C=%g’, C));

注8：然而根据优化问题的不同，这些现成的凸优化求解器相较于最佳实现来说可能要慢得多; 因此，有时你可能需要更多地使用自定义求解器或者自己实现求解器。
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